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Abstract— As the increase in the computing resources exceeds the computing performance the distributed system or develop and used to 
overcome these disadvantages. It is necessary to overcome the fault situation occurring during the access of multiple resources in cloud 
computing environment. These distributed systems always follow a certain agreement protocol to recover from unwanted deadlock 
situation. Dual agreement protocol achieves this, by transferring minimum number of messages among all the nodes. The dormant or 
faulty transmission node is always problem in the dual agreement protocol. In this project, we propose a modified fault tolerance algorithm 
to detect dormant and to locate malicious transmission in the distributed systems. In a cloud-computing environment, the connected 
topology is not very significant. Therefore, previous protocols for the agreement problem are not suitable for a cloud-computing 
environment. To enhance fault-tolerance, the agreement problem in a cloud-computing environment is revisited in this study. The proposed 
protocol is called the Dual Agreement Protocol of Cloud-Computing (DAPCC). DAPCC achieves agreement on a common value among all 
nodes in a minimal number of message exchange rounds, and can tolerate a maximal number of allowable faulty components in a cloud-
computing environment. 

——————————      —————————— 

1. INTRODUCTION                                                                     
Cloud-computing efficiently support user-oriented service 

application. However, distributed systems have grown rapid-
ly in both size and number. In a distributed computing sys-
tem, nodes allocated to different places or in separate units are 
connected together so that they collectively may be used to 
greater advantage In many cases, reaching a common agree-
ment in the presence of faulty components is the central issue 
of fault-tolerant distributed computing, because many applica-
tions require such agreement Some examples of such tasks 
include clock synchronization and locating a replicated file in 
a distributed  Currently, cloud-computing can ensure in-
creased ability to use the low-power nodes to achieve high 
reliability. Furthermore, many applications of cloud-
computing increase convenience for users for users, the sys-
tem must provide better reliability and fluency. Therefore, 
node reliability is one of the most important aspects of cloud-
computing. To ensure that a cloud-computing environment is 
reliable, a mechanism to allow a set of nodes to reach an 
agreed value is necessary The Byzantine Agreement (BA) 
problem is one of the most fundamental problems concerning 
reaching agreement in distributed systems. It is a well-known 
paradigm for achieving reliability in a distributed network of 
nodes. According to the definition of the BA problem there are 

n nodes, of which at most b (n-1)/3 c nodes could fail without 
breaking down a workable network the nodes communicate 
with each other through message exchange in a fully connect-
ed network the message sender is always identifiable by the 
receiver; and a node is chosen as a source, and its initial value 
vs. is broadcasted to other nodes and itself to execute the pro-
tocol [1]. 

2. PROBLEM DEFINITION 
 
MOTIVATION:  
  
In a cloud-computing environment, the connected topology is 
not very significant. Therefore, previous protocols for the 
agreement problem are not suitable for a cloud-computing 
environment. To enhance fault-tolerance, the agreement prob-
lem in a cloud-computing environment is revisited in this 
study. The proposed protocol is called the Dual Agreement 
Protocol of Cloud-Computing (DAPCC). DAPCC achieves 
agreement on a common value among all nodes in a minimal 
number of message exchange rounds, and can tolerate a max-
imal number of allowable faulty components in a cloud-
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computing environment. 

PROBLEM DEFINITION: 
 
 These distributed systems always follow a certain 
agreement protocol to recover from unwanted deadlock situa-
tion. Dual agreement protocol achieves this, by transferring 
minimum number of messages among all the nodes. The 
dormant or faulty transmission node is always problem in the 
dual agreement protocol. In this project, we propose a modi-
fied fault tolerance algorithm to detect dormant and to locate 
malicious transmission in the distributed systems [4]. 

 
 

3. RELATED WORK 
 
 The problem is to make the correct nodes in an n-
node distributed system reach interactive consistency. Each 
node chooses an initial value and communications with the 
others by exchanging messages. There is interactive consisten-
cy in that each node I has its initial value vi and agrees on a set 
of common values. Therefore, interactive consistency has been 
achieved if the following conditions are met: Agreement: Each 
correct node agrees on a set of common values. 

The traditional agreement problem focused on a Fully 
Connected Network (FCN), a Broadcasting Network (BCN) or 
a Generalized Connected Network (GCN). However, cloud-
computing is an Internet-based development. It is a style of 
computing in which 
dynamically scala-
ble and often virtu-
alized resources are 
provided as a ser-
vice over the Inter-
net. Nevertheless, 
in a cloud compu-
ting environment, 

 
 
 
 
 
 
 
 

 
 
 
 the connected topology is not very significant. There-

fore, previous protocols of the agreement problem are not 
suitable for a cloud-computing environment [7]. 
 

4. EXISTING WORK 
 
 In he previous literature, the agreement problem has 
been solved in a Fully Connected Network (FCN), a Broad 
Casting Network (BCN) or a Generalized Connected Network 
(GCN).With the advancement and development of various 
technologies, computing problems become more complicated 
and larger. A cloud-computing environment allows a user 
faster operation of Internet applications. The majority of 
cloud-computing [3]. 
 

5. FUTURE WORK: 
 

 In this project the Dual Agreement Protocol is imple-
mented in the cloud computing environment with the detec-
tion of Dormant and Malicious nodes. The proposed protocol 
DAPCC is improved and it contains two parts Interaction pro-
cess and Agreement process. In the interaction process the 
nodes in the first layer collects the user request and send these 
request to the second layer to satisfy the request the node in 
the first layer interacts among themselves. A timer is used to 
detect the dormant nodes in the group. When a particular 

node remains 
idle without 
communi-
cating with 
each other for 
specified 
among of 
time. It is de-
tected as a 
dormant node 
and is com-
municated to 
other nodes in 
group [4]. 
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Example of topology of Cloud-computing 
 
 
 

 
6. CONCLUSION 

  
 Finally to conclude this paper, As the increase in the 
computing resources exceeds the computing performance the 
distributed system or develop and used to overcome these 
disadvantages. It is necessary to overcome the fault situation 
occurring during the access of multiple resources in cloud 
computing environment. This protocol can use a minimal 
number of rounds of message exchange and tolerate a maxi-
mal umber of allowable faulty nodes in a cloud-computing 
environment. The agreement problem for dormant or mali-
cious faulty nodes in cloud-computing environment is revisit-
ed and the fault-tolerance capacity is enhanced by DAPCC. 
Dual agreement protocol achieves this, by transferring mini-
mum number of messages among all the nodes. The dormant 
or faulty transmission node is always problem in the dual 
agreement protocol. In this project, we propose a modified 
fault tolerance algorithm to detect dormant and to locate mali-
cious transmission in the distributed systems [1]. 
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